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communication systems. 

Human language is deeply structured

phonetics and phonology

morphology and syntaxsemantic space: kinship, color
(Kemp & Regier, 2012; Zaslavsky et al., 2018)

see How Efficiency Shapes Human Language, Gibson et al., 2019 for a review2
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Human language shaped by efficiency
…and how languages evolve over time
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…and how languages evolve over time
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Human language shaped by efficiency
Languages’ earliest records —writing
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Human language shaped by efficiency
Languages’ earliest records —writing

Chinese oracle bone scriptsSumerian Cuneiform (Sampson, 1985)
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Efficiency-based structure discovery
Morphology discovery (Goldsmith, 2001)
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laughed 
laughing 
laughs 
walked 
walking 
walks 
jumped 
jumping 
jumps

total letter count: 57 

Efficiency-based structure discovery
Morphology discovery (Goldsmith, 2001)

Efficient representation leads to 
morphological structure 
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Learning syntax/morphological rules (Kim, Dyer, & Rush, 2019; Ellis et al., 2022)

Efficiency-based structure discovery

learning syntax/grammar 

(Kim, Dyer, & Rush, 2019)

morpho-phonology discovery

(Ellis et al., 2022)

Figure: Pate & Johnson, 2016 8



Our hypotheses

• If language has been shaped by pressure for efficiency,


• then search for representational efficiency should recover its combinatorial 
elements.


• Furthermore, we should see an increase in efficiency over time.
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Our domain: Chinese Orthography
Earliest records — oracle bone scripts (~1500-1050 BC)

source: omniglot.com 10
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Chinese 101
Long evolutionary history (of over 3,000 years).

• Frequent reuse of graphical elements within individual characters and across 
the writing system.


• Unique opportunity for studying combinatorial structure.
1313



Chinese 101
Characters, radicals, and strokes
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Measuring representational efficiency
Inferring motor programs from images with bayesian inference
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(Lake, Salakhutdinov & Tenenbaum, 2015) 16



Measuring representational efficiency
Inferring motor programs from images with bayesian inference

geometric shapes

(Sablé-Meyer et al., 2022)


Shape perception formulated as searching 
programs with MDL.handwritten characters


(Lake, Salakhutdinov & Tenenbaum, 2015) 16



Contributions
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Contributions
• We develop a library learning model that allows us to jointly discover an 

underlying inventory of higher order graphical forms and evaluate the MDL 
of writing system represented with that set of abstract components.

• Our findings:

• We extend this analysis diachronically, investigating the evolution of 
Chinese scripts over several representative historical stages.

• And yield an interesting diachronic finding about the relationship between 
two modern Chinese scripts.

• Our model rediscovers widely recognized theories of combintorial 
structure in the Chinese orthography.
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Our Approach: Strokes
Structure discovery with library learning
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Structure discovery with library learning
Library learning as finding MDL (minimum description length)

森 杳 晶 枂 明 朋
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x3  ⽊ ⽊  ⽇ x3  ⽇ ⽊  ⽉ ⽇  ⽉ ⽉  ⽉ rewrite  
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compressed length = 12 

(#primitives used)

     Compressed DL = 25 (12 + 13) 
                   Raw DL = 56

library overhead = 13 

(sum of #primitives 

used in every abstraction) 

x3
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Scaling up to the simplified Chinese script

• Leverage the Stitch (Bowers et al., 2023; also see DreamCoder) for 
efficiently discovering library functions.
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Scaling up to the simplified Chinese script

• 6,596 simplified Chinese 
characters. Represented as 
programs.

• Leverage the Stitch (Bowers et al., 2023; also see DreamCoder) for 
efficiently discovering library functions.
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Our model rediscovers widely recognized 
theories of combintorial structure in the 
Chinese orthography.
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What are the library functions learned?

hierarchically 
defined 
graphical 
components
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What are the library functions learned?

hierarchically 
defined 
graphical 
components

combinatorial 
patterns and 
templates

fn_1136(#0) :=(#0 (#0 (#0 list))) 

fn_577(#0,#1):=(lambda (#0 (#0 (#0 #1)))) 

fn_1135(#0,#1):=(lambda ($0 ($1 ㇔ ㇖) ㇐ ㇑ ㇒ ㇏)) 

repeat #0 3 times
repeat #0 3 times + one radical

fixed part + two radicals
25



Library functions resemble expert-defined radicals
Can library learning models uncover the structural theories underlying the Chinese language?

26



Library functions resemble expert-defined radicals
Can library learning models uncover the structural theories underlying the Chinese language?

• Our model discovered 187 
(93.0%) radicals defined by 
experts.
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Library functions resemble expert-defined radicals
Can library learning models uncover the structural theories underlying the Chinese language?

• Recap: radicals are  

• Graphical components 
discovered by experts that 
frequently occur in Chinese 
characters.

• Our model discovered 187 
(93.0%) radicals defined by 
experts.
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• Compared to gold standard.


• Scores calculated over spans of the parsed trees.

Learned library captures the hierarchical 
organization of simplified Chinese characters
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• Compared to gold standard.


• Scores calculated over spans of the parsed trees.

Learned library captures the hierarchical 
organization of simplified Chinese characters
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Diachronic analysis:
How has the Chinese writing system evolved?

2828
• A simplication? More efficient? Visually more complex?
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Diachronic analysis:
How has the Chinese writing system evolved?

Previous results based on 
pictorial complexity did not 
show a gradual simplification over 
time (Han et al., 2022).

C =
P2

4πA

pictorial 
(perimetric) 
complexity:

Widely used for drawings and 
simple shapes!
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Is pictorial complexity enough?

• It is good for simple drawings. 

• But is not capable of capturing complexity and reuse at a system level.
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Is pictorial complexity enough?

• It is good for simple drawings. 

• But is not capable of capturing complexity and reuse at a system level.

These two characters have comparable pictorial complexities. 

However, considering reuse and patterns, 矗 is much simpler.


as 矗 = 直 x 3

驧 矗
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Diachronic analysis:
How has the Chinese writing system evolved?
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Our prediction: 

the library learning model 
should reveal a gradual 
simplification as systems 
adapt to these biases in 
cultural evolution.
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Diachronic analysis:
How has the Chinese writing system evolved?

Result:

Program complexity  
has shown a monotonic 
decrease across time, 
confirming earlier empirical 
arguments.

C(𝒲)

oracle 

bone seal traditional
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ity

pictorial  
complexity

simplified

program  
complexity

Our prediction: 

the library learning model 
should reveal a gradual 
simplification as systems 
adapt to these biases in 
cultural evolution.
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More on recent changes ~1950s
Traditional Chinese -> Simplified Chinese

32
1500 BC 1050 BC 200 AD 1950 AD

sealoracle traditional simplified
sink

float

color

insect

orange

peace



More on recent changes ~1950s
Traditional Chinese -> Simplified Chinese
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More on recent changes ~1950s

inconsistent 

one-to-multiple

mapping

Traditional Chinese -> Simplified Chinese

inconsistent

simplification

• A real simplification? 

• This process may have disrupted 
established systematicity and lead to a 
loss of established semantic-phonetic 
and graphic patterns (Handel, 2013; Zhao 
& Baldauf, 2011). 

33



More on recent changes ~1950s
Traditional Chinese -> Simplified Chinese
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More on recent changes ~1950s

inconsistent 

one-to-multiple

mapping

Traditional Chinese -> Simplified Chinese

inconsistent

simplification

• Our prediction: 


• Systematic scripts should be more 
compressive.

35

• Can our computational model provide 
concrete evidence of the loss of 
systematicity?



• Compression ratio (Raw DL / 
Compressed DL):


• Traditional > Simplified 

• Suggesting the simplification 
process did break part of the 
systematicity.

Simplified Chinese is simpler but less 
systematic compared to traditional Chinese

36



Conclusions & Takeaway

• A library learning-based computational model can reveal the inductive 
biases behind the emergence and evolution of combinatorial structures in 
human language. 


• Combinatoriality 


• Develops from a MDL perspective of representational efficiency


• By discovering inventories of reusable parts 

• By compressing the language 
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Conclusions & Takeaway
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Future work

• Extend to meaning compositionality:


• Logographics captures the multi-level structure: not only combinatoriality 
in forms, but also compositionality in meanings.


• A wider range of logographic languages:


• Cuneiform, Vai script…


• Consider more factors: frequency, motor cost, iconicity, visual complexity, etc.
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Thanks! 
I’m actively seeking PhD positions starting 
25fall :)

PaperGuangyuan
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