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Human language is deeply structured

 Human language is deeply structured — a universal trait of human
communication systems.
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Human language is deeply structured

 Human language is deeply structured — a universal trait of human
communication systems.
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Why structured? Shaped by efficiency

Source
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Signal
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Noise

communicative efficiency

Destination

repeated communication =
3 4 < 6 7 8

e

=0object =

E “i\’g‘ 5§‘§§ ‘i‘lh“
- <2 || 1B TP 20 -

representational efficiency

Figures from: Gibson et al., 2019; Chater & Vitanyi, 2003;
Smith, 2018; Hawkins et al., 2023.



Why structured? Shaped by efficiency
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Human language shaped by efficiency

...and how languages evolve over time
In the wild In the lab

(a) 1978 (b) 2018

n-ere-ki l-ere-ki renana

I-aho-ki | r-ene-ki JN®
I-ake-ki | r-ahe-ki WA
r-e-plo
= lmel] O
r-aho-plo AN
el h-e-pilu jl-ane-pilu} r-e-pilu
(Zaslavsky et al., 2022) SN -cho-pilu| I-aho-pilu | r-eho-pilu e
I n-eki-pilu | I-aki-pilu Jr-aho-pilu YA
3\ 2 - % -2 R (Kirby, Cornish, & Smith, 2008)

Chinese characters
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Human language shaped by efficiency

Languages’ earliest records —writing

3100 BC 3000BC 2400BC 1000BC

head @ = | | 9
mouth/speak % &’ Q&\q {(r:f Pq + i . - - E_g
L [ ] Gate Hand Door latch Open a gate
water o 2? w W
! — l !
drink SP y, C%’ QMT CH B@q ch B@q
4 ! ! ~
go/stand/bring & N M :f’ S(r:;(r))p E&qouﬁﬁy) R?&fﬁ? h
J | 1 N (mouth)
Sumerian Cuneiform (Sampson, 1985) Chinese oracle bone scripts
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Morphology discovery

laughed
laughing
laughs
walked
walking
walks
Jumped
Jumpling
Jjumps

total letter count: 57



Efficiency-based structure discovery
Morphology discovery

laugh
laughing
laughs
walk
walking
walks
Jjump
Jjumping
Jumps

total letter count: 57



Efficiency-based structure discovery
Morphology discovery

laugh
laughing
laughs
walk
walking
walks
Jjump
Jjumping
Jumps

total letter count: 57



Efficiency-based structure discovery
Morphology discovery

laugh

laughing

laughs laugh

Walk_ —) { walk }{ ing}
walking S ump s

walks
Jjump
jumping
Jumps

total letter count: 57 total letter count: 19



Efficiency-based structure discovery
Morphology discovery

laugh

laughing

laughs laugh

Walk_ —) { walk }{ ing}
walking S ump s

walks

Jjump

jumping Efficient representation leads to
Jjumps morphological structure

total letter count: 57 total letter count: 19



Efficiency-based structure discovery

Learning syntax/morphological rules

PCFG Rule DMYV parameter

S — Y Proot(h)

Y, — L9 R 1

L) — M Pstop (Stop|h, <—, no_dep)
L?L — L;z Pstop(—Stop|h, «+—, no_dep)
L,h — Yy Lp Pchoose(d‘h7<_)

Ly — hy Psiop(Stop|h, <, one_dep)
L, — L, Pstop(—Stop|h, <—, one_dep)

learning syntax/grammar

rich
mild
green

masculine feminine
bogat bogata
blag blaga
zelen zelena
ﬁf_/

add /a/ to feminine

morpho-phonology discovery



Our hypotheses

 |f language has been shaped by pressure for efficiency,

* then search for representational efficiency should recover its combinatorial
elements.

 Furthermore, we should see an increase in efficiency over time.



Our domain: Chinese Orthography

Earliest records — oracle bone scripts (~1500-1050 BC)
h g 4 F K B i
A x =

% 74 .

ren nan ni Zi fu ql wang kou

person man woman child husband wife king mouth

w » 0 & D) & m M

(I I |
B = /O = = L] 35

mul er Xin ri yue shan yu tian
eye ear heart sun moon  mountain rain field
. . . ° —

'Q K' \9 eg 'k 11y _
+ 7k N B AN /I i T
tdl shui huo bei da Xiao shang xia

earth water fire cowrie shell big small above below

- T S S A

7 a8 5 yir A i 7] =]
li zhong xian guang rou cha dao nan

sourece: Omniglot_ com strengtr_i o middle first bright meat togoout knife south




Our domain: Chinese Orthography
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Chinese 101

Long evolutionary history (of over 3,000 years).

oracle seal traditional simplified

'Y )) NG %

\.W (l\ /B8 /7\:

‘% )lltéi ] ]

(wy /71N /73~

7 W NG

e [ TN s

%: = = =

7 o | ‘

,,Iﬁ 2 s s E

il - -

9 TN —

T o &8 5

1500 BC 1050 BC 200 AD 1950 AD

* Frequent reuse of graphical elements within individual characters and across
the writing system.

* Unique opportunity for studying combinatorial structure. 3\ % -~ % ~ % AR
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Chinese 101

Characters, radicals, and strokes

. s . . 7 B : 2 B .
I ‘ ~ ‘ N I : b I
y

Chinese characters are
made up of strokes
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Chinese 101

Characters, radicals, and strokes

T N o T " T N o T
I ~ I B I |}
y

— | /X strokes (primitives)

strokes group to
radicals

radicals group to

Chinese characters are characters
made up of strokes
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combinatorially
reused
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Measuring representational efficiency

Inferring motor programs from images with bayesian inference
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Measuring representational efficiency

Inferring motor programs from images with bayesian inference

A

) primitives » fl} —> O iﬁ
Q/Dl\b /h{) /\b
) sub-part —> - _
\3/ I\ {l) Ll
) part 'b
) object | N |ati<;:\ \/ o \/L
ttr;sl It , atached along d along w?) hed at start L

handwritten characters
16



Measuring representational efficiency

Inferring motor programs from images with bayesian inference

i)Aprimitives ”, ’1} —> O kﬁ g

/N IN /\
) sub-part - b - ) 'b @ 6 @ L_/)) /& @ 9

N2 A W
) part 3 L | ) *b @ ﬂ S Jv m _& -
) oblec relation:\ 4 relation:\ ‘8\/ ion: N
et /13< | /i ______ “ L ® ' " 59 L o
Rasal=10-Tg VN U R VIR @ > ©® ® ) P O
) raw data l J, l l J’ J l |

N ey Q b |'L o geometric shapes

handwritten characters
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Contributions

 \We develop a library learning model that allows us to jointly discover an
underlying inventory of higher order graphical forms and evaluate the MDL
of writing system represented with that set of abstract components.

e Our findings:

 Our model rediscovers widely recognized theories of combintorial
structure in the Chinese orthography.

* \We extend this analysis diachronically, investigating the evolution of
Chinese scripts over several representative historical stages.

* And vield an interesting diachronic finding about the relationship between

two modern Chinese scripts.
17



Our Approach: Strokes

Structure discovery with library learning

— [ /X strokes (primitives)
l l
strokes group to
7k radicals
\ /

radicals group to
characters
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Our Approach: Strokes

Structure discovery with library learning

— | /X strokes (primitives) N = | / > N
l l WG XG TN SP HG
strokes group to ) VI - J
7k radicals L7 < 7 L1
L L HXWG Z BX k‘ l _L
\ / SZ7 HZW SZWG HZWG HZ77Z
| o T T T P
radlcals group to HPWG HZ727G HZZP
characters L B

base strokes

18



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length

H of the rewritten characters
7F7k EI E' *H ﬂ HB DL,(W)= )  DL(REWRITE(p,L))
ase (W)
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Structure discovery with library learning

Library learning as finding MDL (minimum description length)
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Library learning as finding MDL (minimum description length)

description length

H Raw DL = of the rewritten characters
& An 4‘)3 L I s

p 6PLbase (W)

_literal length =
(#strokes used)
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Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length

Raw DL = of the rewritten characters
DL,(W)= )  DL(REWRITE(p,L))
pGPLbase (W)
literal length =

(#strokes used)

Our goal: utilize a library (or a
vocabulary) of patterns to efficiently
represent the stroke sequences.

19



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length

of the rewritten characters
7F7k EI EI E' *H Eﬁ HB DL,(W)= )  DL(REWRITE(p,L))
ase (W)
I

pGPLb
B RN P2 T B D I B
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Structure discovery with library learning

Library learning as finding MDL (minimum description length)

& B me tH B A

L

20

description length
of the rewritten characters
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DL (REWRITE(p, L))



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length

7I< E' of the rewritten characters
77F;<l( EI EIE' H Eﬁ HB DL, (W)= Z(W)DL(REWRITE(p,L))

L

20



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters

DL,(W)= )  DL(REWRITE(p,L))
pGPLbase (W)

|

|
NN\
e
|

\

4

|

|

— |
o] —
L\

|
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Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters

DL,(W)= )  DL(REWRITE(p,L))
) pePr, (W)
I N N I B e A
. /\ B

A library of recurring patterns discovered.

How do we know it is a good library of patterns?
20



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters
DL,(W)= )  DL(REWRITE(p,L))
3 pGPLbase (W)
I RN AN B B e e A
AN R e AR B EEE S B S
M / _ description length
library of the library
Induced ——
+ DL(L)

DL(L)= ) DL (BoDY(fn))
fneLl

21



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters

DL,(W)= )  DL(REWRITE(p,L))
pGPLbase (W)

|
NN\
e
|
AN
e
|
|
— |
‘_1_.
AN
|/
e
|
|
|
|
|

|

] description length
library of the library

Induced e N
+ DL (L)

DL(L)= ) DL (BoDY(fn))

. fneLl
rewrite

compression
21



Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters

DL,(W)= )  DL(REWRITE(p,L))
pGPLbase (W)

L compressed length =

7
M\ /j (#primitives used)

] description length
library of the library

Induced e N
+ DL (L)

|

|
NN\
e

|

AN

e
|

|
— |
‘_1_.
AN
|/
e

DL(L)= ) DL (BoDY(fn))

. fnel
rewrite
compression




Structure discovery with library learning

Library learning as finding MDL (minimum description length)

description length
of the rewritten characters

DL,(W)= )  DL(REWRITE(p,L))
pGPLbase (W)

|

L compressed length =

]
M\ /j (#primitives used)

] description length
library of the library

Induced e N
+ DL (L)

|

DL(L)= ) DL (BoDY(fn))

fneLl
rewrite ]
ibrary overhead = 13
(sum of #primitives

. used in every abstraction)




Structure discovery with library learning

Library learning as finding MDL (minimum description length)
Compressed DL =25 (12 + 13)

description length
Raw DL =56 ;4. rew?itten cha.gracters
DL,(W)= )  DL(REWRITE(p,L))
pGPLbase(W)
RN 172 R S IS VAN T [ R (R
- jt R T B Bt IS SRR B B I S compressed length =
M\ / (#primitives used)
] description length
library of the library
Induced ——
+ DL(L)

DL(L)= ) DL (BoDY(fn))

fnel
rewrite _
library overhead = 13
(sum of #primitives

. used in every abstraction)




At scale analysis of simplified Chinese script
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Scaling up to the simplified Chinese script

* |everage the Stitch for
efficiently discovering library functions.

circle line

&
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Scaling up to the simplified Chinese script

* |everage the Stitch for
efficiently discovering library functions.

?7
- 4/;\/ \4\\) e 6,596 simplified Chinese

a . .
circle line

N\ | o characters. Represented as

programs.
&
¥

?? 2? ??

v

23



Our model rediscovers widely recognized
theories of combintorial structure in the
Chinese orthography.



What are the library functions learned?

5l

PN

/
fn 194 fn 403 fn 18 fn 19
hierarchically - El = 7“ BT
defined f{ | Jl‘
graphical l o1t
— —1 . — N\
components o = * AL
—I _I R l fn 63
fn_O /J\
o=+ [ |
. fn 10 visualization of the
rewritten program — ) . .
i (£n_172 £n 1204) Lo J\ 0 heetica b

25



What are the library functions learned?

=)
7 e \
f _12045‘ fn 172
g il
h|erarch|ca||y fn 194 fn_403  , fn_18 fn 19 I_l
defined | % 7; Jl‘
graphical l ] 210_'1 Ny IR TN
components o ) 'T ¥ P
I —I— T fn O } /J\
N+—+ l:l l
rewritten proaram fn 10 vi§ua/iza;‘ion Qf the
B (2172 01200 R AN
combinatorial fn 1136 (#0) :=(#0 (#0 (#0 list))) repeat #0 3 times
patterns and fn 577 (#0,#1) :=(lambda (#0 (#0 (#0 #1)))) repeat #0 3 times + one radical
templates —
fn 1135(#0,#1) :=(lambda ($0 ($1 >~ 7) — | / \)) fixed part + two radicals

25



Library functions resemble expert-defined radicals

Can library learning models uncover the structural theories underlying the Chinese language?

Discovered and aligned radicals (187 / 201)

- | J ~ =+ 70 CcC ~MTI /) AN 2 JL B JL
— g T unp D xHn X AL F+F I T TH
X It € /7 L m x z & = 4 7 7
L 2 F B 58 FH g 4 K £ £ F KX X
A F FE F xR IE 2 H N KR F FK
EK RFAFNXAERMN =X HB XK 3} F
B =~ H A & = £ X K 5
77 AL N B R %% % x 2 H E & mmZE F
H & & T H E A B8 X F X 2 R P A
Z &£ E B R X E B B B R & 3 B 8 F
7 E M I & = £ 8 F ®H E B &8 B B
5 8B E s EMKMER R B &
Radicals failed to discover (14 / 201)
T N AW 5F A x 8 BE X A BB &
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Library functions resemble expert-defined radicals

Can library learning models uncover the structural theories underlying the Chinese language?

Discovered and aligned radicals (187 / 201) _
 Our model discovered 187

— | ) ~ 7 ++ - C M/ ATl B ) g
N TR B IS B T T T (93.0%) radicals defined by
y i I L m o z & % N 07T experts.
L T P B 5 FH 5 4 K £ X F K X
A Y EF X IE R IEx H N XK B HF F K
EK A AF M KX B ERXRN & X B K} F
o B =~ H A & W o 5 X K BH B
- M N B B ¥ XK EBHE@ M I E F
HF F T H E AR 8 X F X 2 R P A
= & 2 B R XK B E e B X & 3 B 8 ¥
7 B M I & & £ B8 £ H £ B & B B
ZE B E B ERKRERZF B E
Radicals failed to discover (14 / 201)
X M A F A x B B RXResMARE &

26



Library functions resemble expert-defined radicals

Can library learning models uncover the structural theories underlying the Chinese language?

Discovered and aligned radicals (187 / 201) _
 Our model discovered 187

— | J N7+ T CFOANAAILEDNR o ; _
N TR B IS B T T T (93.0%) radicals defined by
NI R i hm g 2z % x4 0]~ experts.
. 3 P23 F YW XD 4 KEFFAX
A% & F XLEIEZXABRKRF F S
EKHKEAFAMRXRBERRNSEZEXAH XS} P
B R E A & W = M % % X A % | .
my R e gy s 2B s ®m W m oz e ° Recap:radicals are
R & F M OA AR ¥ K ZETR I A
EEEERXERBSY RAD SR EF  Graphical components
CrEEFAREZEFEERSERA discovered by experts that
T B E B EREZFE B . .
| | | frequently occur in Chinese
Radicals failed to discover (14 / 201) characters
T MR F A S B E TR MASRER® |

26



Learned library captures the hierarchical
organization of simplified Chinese characters

i T EEEEEE——
e \ Model ‘ F
S = fn‘mﬁ‘ . .
g ot
H f{ 7{ Jl\ — Balanced binary tree | 34.4
N 1 S —+/  1+T4) 4N — Random binary tree 28.5
R — Left-branching tree 30.8
e — Right-branching tree | 36.0

. fn 10 Vv
rewritten program - . . .
. ]+ / \ hierarchical library
B (tn 172 fn 1204) functions used in 5

« Compared to gold standard.

* Scores calculated over spans of the parsed trees.

27



Learned library captures the hierarchical
organization of simplified Chinese characters

5l - -
e \ Model ‘ F
g Dot e
H f{ 7{ Jl\ — Balanced binary tree | 34.4
N 1 S —+/  1+T4) 4N — Random binary tree 28.5
R — Left-branching tree 30.8
e — Right-branching tree | 36.0

. fn 10 Vv
rewritten program - . . .
HE. ]+ / \ hierarchical library
B (tn 172 fn 1204) functions used in 5

« Compared to gold standard.

* Scores calculated over spans of the parsed trees.

27



Diachronic analysis:

How has the Chinese writing system evolved?

oracle seal traditional simplified

Y ) NG %y

\.W M == /j:

‘%} )lltéi ~th ~dh

(7S /7TS /71~

W7 Y/ Yo

KX [ T 7,

ZA&; - = =

7 | | .

dIH 1 m

ille ] =

®, TN ——

T f &= I

1500 BC 1050 BC 200 AD 1950 AD

* A simplication? More efficient? Visually more complex®?
28



Diachronic analysis:

How has the Chinese writing system evolved?

pictqrial | p2
(perimetric) C =
complexity: 4rA

Widely used for drawings and
simple shapes!

complexity

>

5 R B =

oracle seal traditional simplified
bone
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Diachronic analysis:

How has the Chinese writing system evolved?

pictqrial | p2
(perimetric) C =
complexity: 4rA

Widely used for drawings and
simple shapes!

complexity

Previous results based on
. did not

o show a gradual simplification over
s R B £ e

oracle seal traditional simplified
bone

29



Is pictorial complexity enough?

* |t is good for simple drawings.
 But is not capable of capturing complexity and reuse at a system level.
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Is pictorial complexity enough?

* |t is good for simple drawings.
 But is not capable of capturing complexity and reuse at a system level.

]

These two characters have comparable pictorial complexities.
However, considering reuse and patterns, == is much simpler.

as =EX3

30



Diachronic analysis:

How has the Chinese writing system evolved?

A

Our prediction:
the library learning model

> should reveal a gradual
'5 simplification as systems
5. adapt to these biases In
‘S‘ cultural evolution.
O program

complexity

=

5 B B =

oracle seal traditional simplified
bone
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Diachronic analysis:

How has the Chinese writing system evolved?

A

Our prediction:

the library learning model
should reveal a gradual
simplification as systems
adapt to these biases In
cultural evolution.

complexity

program

complexity Result:

Program complexity C(7%)
3 has shown a monotonic
% % == % decrease across time,
B= confirming earlier empirical
oracle seal traditional simplified arguments.

bone

31



More on recent changes ~1950s

Traditional Chinese -> Simplified Chinese

oracle seal traditional simplified

W ) NG Ny
\.W M /EB /7\:
‘% )lltéa ~th N
(WA /7T /71~
M/ - NV

7 Y N
%; S = =
vi \ =,
ulu T =
g = =
X TN ——
¥ f == T
1500 BC 1050 BC 200 AD 1950 AD
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More on recent changes ~1950s

Traditional Chinese -> Simplified Chinese

traditional simplified

== /

~db ~db
/7T /7S
AL Y
= =
=+ o
= =
TN —
&= T

1500 BC 1050 BC 200 AD 1950 AD
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More on recent changes ~1950s

Traditional Chinese -> Simplified Chinese

observation
(traditional = simplified)
T inconsistent - - g -
g EJ one-to-multiple * A real simplification?
H mapping | _
) * This process may have disrupted
=4 established systematicity and lead to a
5 | | loss of established semantic-phonetic
o Inconsistent and graphic patterns
simplification
7
75T

(non-systematic
rules observed)
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More on recent changes ~1950s

Traditional Chinese -> Simplified Chinese

observation simplication rules

(traditional = simplified)

L -

e 3 i

(non-systematic
rules observed)
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More on recent changes ~1950s

Traditional Chinese -> Simplified Chinese

observation | |
(traditional = simplified e Can our computational model provide
E'Fﬁ inconsisterlﬂ | concrete evidence of the loss of
| one-to-multiple PRIN,
E 1 mapping systematicity:
L
JiL + Our prediction:
= ur prediction:
Iﬁ.ﬂ inconsistent _ ]
es simplification o Systematic scripts should be more
iy compressive.
75T

(non-systematic
rules observed)
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Simplified Chinese is simpler but less
systematic compared to traditional Chinese

 Compression ratio
c TS ~—— "
[S) TS ~—e
qc) 00000000
= L oo » Traditional > Simplified
S | compression
.4;2' i COBm.pr6e§s>|<on . . . .
G 2000000, » Suggesting the simplification
D =
a process did break part of the
systematicity.
traditional simplified
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Conclusions & Takeaway

* A library learning-based computational model can reveal the inductive
biases behind the emergence and evolution of combinatorial structures in
human language.

« Combinatoriality
 Develops from a MDL perspective of representational efficiency
By discovering inventories of reusable parts

By compressing the language
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Synchronic

visualization of the
hierarchical library
functions used in =

I, fn_lO/\

»
Discovered and aligned radicals (187 / 201)
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H
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e
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21

fn 1204
* rewritten program

Hi: (fn 172 fn 1204)

Conclusions & Takeaway
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Conclusions & Takeaway

fn 194

fn 1204

~
H
l

Bl
2

1l

~—

.......................................................

: rewritten program
@i: (fn_172 fn 1204):

fn 403

»

T
'
fn 210_
—
fn O l

— [

.

fn 172

e

fn 18

I+ /\

N\

fn 63

7\
}

fn 10

i
7#
!
—+ / | +

~

fn 19

visualization of the
hierarchical library

!

U1

N

T+ ) +>

functions used in &

Discovered and aligned radicals (187 / 201)
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Diachronic L
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Future work

 Extend to meaning compositionality:

* | ogographics captures the multi-level structure: not only combinatoriality
In forms, but also compositionality in meanings.

* A wider range of logographic languages:
e Cuneiform, Vai script...

 Consider more factors: frequency, motor cost, iconicity, visual complexity, etc.
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Thanks!

I’m actively seeking PhD positions starting
25fall :)
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